
اصفهان صنعتͬ دانشͽاه
ریاضͬ علوم دانشͺده

کارشناسͬ پروژه

توجه مͺانیزم ظهور و مصنوعͬ هوش انقلاب

مقاله واکاوی
Attention is All You Need

نگارش:
وشنوەئͬ عبدالهͬ محمدجواد

راهنما: استاد
عمومͬ بهناز دکتر

۱۴۰۴ پاییز



چͺیده

گوگل پژوهشͽران از تیمͬ تحقیقات اثر دارید“ نیاز که است چیزی آن تمام ”توجه مقاله تحلیل به گزارش، این در
ͬ آید. م شمار به عصبی شبͺەهای و عمیق یادگیری زمینه در مهم عطف نقاط از ͬͺی که بوده دانشͽاەها برخͬ و
مدلͬ و کرده حذف کامل طور به را بازگشتͬ عصبی شبͺەهای به وابستگͬ ترنسفورمر، معماری معرفͬ با مقاله این
بلͺه یافت، دست ماشینͬ ترجمه وظایف در پیشرفتەتری نتایج به تنها نه که ͬ دهد م ارائه توجه مͺانیزم بر مبتنͬ
ابتدا پروژه، این در است. بخشیده تسریع شدت به نیز را ماشین آموزش فرآیند بالا، موازی سازی قابلیت دلیل به
داخلͬ ضرب شامل ترنسفورمر معماری اصلͬ اجزای سپس پرداخته، پیشین مدل های محدودیت های بررسͬ به
گسترده تأثیرات و نتایج بررسͬ به نهایت در و کرده تشریح را موقعیتͬ رمزگذاری و سر چند توجه مقیاس شده،

ͬ پردازیم. م طبیعͬ زبان پردازش حوزه بر مقاله این
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ماشینͬ ادراک نوین عصر سپیدەدم مقدمه:
چنان را «پسین» و «پیشین» میان مرز که دارند وجود لحظاتͬ ،ͷتکنولوژی تحولات تاریخ گستردەی پهنەی در
ماشین اختراع که همان گونه ͬ نماید. م ناممͺن آن ها، ماقبل دوران به بازگشت که ͬ کنند م ترسیم قاطع و پررنگ
مصنوع۱ͬ هوش پیچیدەی دنیای در دادند، تغییر را بشری تمدن مسیر ترانزیستور ابداع و الͺتریسیته کشف چاپ،

بودەایم. عطفͬ نقطه چنین شاهد نیز ۲(NⅬP) طبیعͬ زبان پردازش تخصصͬ حوزەی در خاص بەطور و
پژوهشͽران از تیمͬ توسط ۲۰۱۷ سال در دارید۳» نیاز که است چیزی آن تمام «توجه جریان ساز مقالەی انتشار
عنوان تحت نوین معماری ͷی تنها نه پژوهش این داشت. عرصه این در را مشابه حͺمͬ گوگل، برجستەی
ساخت. دگرگون ریشه از را انسان زبان با ماشین تعامل بر حاکم الͽو بلͺه کرد، معرفͬ علم جهان به را ترنسفورمر۴
دیجیتال زندگͬ پود و تار امروزه که شد زیر فراگیر و قدرتمند زبانͬ مدل های ظهور زیربنای بنیادین، تغییر این

ساختەاند. کمرنگ را انسانͬ و ماشینͬ خلاقیت میان مرزهای و کردەاند احاطه را بشر

بنا تولیدی مͺانیزم پایه بر که مدل ها از خانواده این :Generative Pre-trained Transformer (GPT)
کلمه پیش بینͬ بر آن ها اصلͬ تمرکز دارند. تبحر انسان به شبیه و منسجم متن های ساختن در شدەاند،
عملͺردی مͺالمه، و ترجمه خلاق، نگارش همچون وظایفͬ در دلیل همین به و است دنباله ͷی در بعدی

ͬ گذارند. م نمایش به خود از خیرەکننده

پیشین مدل های برخلاف :Bidirectional Encoder Representations from Transformers (BERT)
این ͬ کند. م نگاه زبان به دوطرفه رویͺردی با مدل این ͬ کردند، م پردازش جهت ͷی در تنها را متن که
صورت به آن ها بعد و قبل واژگان به توجه با را کلمات معنای و بافت تا ͬ دهد م اجازه ماشین به قابلیت

است. شده متون طبقەبندی و مطلب درک وظایف در انقلابی به منجر امر این که کند درک هم زمان

است مخاطبی برای شفاف حال عین در و عمیق جامع، تحلیل ͷی ارائەی پژوهشͬ، گزارش این غایی هدف
سفری نوشتار، این در ما ندارد. مصنوعͬ هوش یا عمیق۵ یادگیری حوزەی در سنگینͬ فنͬ پیش زمینەی لزوماً که
که دورانͬ ͬ کنیم؛ م آغاز آن ها ساختاری محدودیت های و ͷکلاسی الͽوریتم های حͺمرانͬ دوران از را اکتشافͬ
ترنسفورمر معماری تولد لحظەی به سپس بودند. ناتوان کلامͬ پیچیدەی و طولانͬ روابط درک در ماشین ها آن در
«توجه» مفهوم چͽونه دریابیم تا ͬ کنیم م کالبدشͺافͬ را آن درونͬ مͺانیزم های دقیق، اما ساده زبانͬ با و ͬ رسیم م

شد. زمان بر و خطͬ محاسبات جایͽزین
وقوع چͽونگͬ و چرایی درک برای است تحلیلͬ تلاشͬ بلͺه نیست، تاریخͬ وقایع توصیف صرفاً گزارش این
بافت مفهوم، «درک» عمیق تر لایەهای به و کرده عبور کلمات «خواندن» سطح از داد اجازه ماشین ها به که انقلابی
برای را راه ،ͷتکنولوژی جهش این چͽونه که کرد خواهیم بررسͬ ما یابند. دست زبانͬ پنهان ظرافت های و کلام

کنند. استدلال و بنویسند کد بͽویند، شعر قادرند که کرد هموار مدل هایی

1Artificial Intelligence
2Natural Language Processing (NLP)
3Attention Is All You Need
4Transformer
5Deep Learning
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۱ فصل

از پیش (دنیای زبانͬ چالش های و بازگشتͬ عصر
(۲۰۱۷

پیͺره در دارید» نیاز که است چیزی آن تمام «توجه مقاله که تحولͬ عظمت و بنیادین ابعاد از عمیق درک برای
واکاوی آن از پیش دوران در را فناوری و علم وضعیت که است آن اساسͬ پیش نیاز کرد، ایجاد مصنوعͬ هوش
ابزارها این چرا و ͬ کردند م برخورد زبان پدیده با ابزارهایی چه با داده علوم دانشمندان و مهندسان بدانیم باید کنیم.

بودند. ناکارآمد و ناکافͬ ماشینͬ ادراک عالͬ سطوح به دستیابی برای
وابسته شدیداً و ابهام آمیز سیال، پیچیده، ذاتا پدیدەای ساختاریافته، دادەهای از بسیاری برخلاف انسان، زبان
و معنایی همبستگͬ دارای معمولا˟ مجاور پیͺسل های آن ها در که تصویری دادەهای برخلاف است. بافت به
ساختاری و باشد پراکنده طولانͬ جملات طول در ͬ تواند م کلمات میان ارتباط طبیعͬ، زبان در هستند، ساختاری

کند. پنهان خطͬ بستری در را غیرخطͬ

کلمات صف بندی متوالͬ: پردازش الͽو (۱ .۱
بود: استوار شهودی و بنیادین فرض ͷی پایه بر طبیعͬ زبان پردازش حوزه در غالب الͽو ،۲۰۱۷ سال از پیش تا

است» زمانͬ توالͬ ͷی «زبان

جاری زمان بستر در کلمات ͬ نگارد، م را متنͬ یا ͬ کند م صحبت انسان که هنگامͬ بود؛ ساده فرض این منطق
این به دانشمندان اساس، این بر ͬ گیرد. م قرار سوم کلمه از پیش دوم کلمه و دوم، کلمه از پیش اول کلمه ͬ شوند؛ م
متوالͬ و کلمه به کلمه صورت به یعنͬ ترتیب، همین به دقیقاً را متن باید نیز ماشینͬ مدل های که رسیدند نتیجه

کنند. پردازش
۱(RNN) بازگشتͬ عصبی شبͺەهای عنوان تحت الͽوریتم ها از خانوادەای توسعه و ظهور به منجر رویͺرد این
این محوری ایده بودند. شده طراحͬ انسان مغز در کوتاەمدت حافظه مͺانیزم از الهام گیری با شبͺەها این گردید.
نام به داخلͬ حافظه ͷی در را آن اطلاعات عصاره و ͬ کند م پردازش کرده، دریافت را نخست کلمه شبͺه، که بود

1Recurrent Neural Network (RNN)

۴



کنار در تا ͬ شود م منتقل بعدی) زمانͬ (گام بعد مرحله به اطلاعات این سپس ͬ نماید. م ذخیره پنهان۱» «حالت
کلمات از که بود دانشͬ و کلمه خود از تابعͬ جاری، کلمه از شبͺه درک دیͽر، عبارت به شود. پردازش دوم کلمه

بود. کرده کسب پیشین

فراموشͬ تراژدی بازگشتͬ: مدل های ذاتͬ محدودیت های (۲ .۱
محسوب ͷکلاسی آماری مدل های به نسبت بلند گامͬ Recurrent Neural Network (RNN) ظهور اگرچه
در جدی پیشرفت از مانع که ͬ کرد م نرم دست وپنج ͬͺمهل و ساختاری چالش های با معماری این اما ͬ شد، م

ͬ شد. م علمͬ و حقوقͬ اسناد درک یا طولانͬ متون ترجمه نظیر پیچیدەای وظایف

گرادیان شدن محو پدیده اول: مشͺل (۱ .۲ .۱
طولانͬ ͬ های توال طول در اطلاعات انتقال و حفظ در آن ها ناتوانͬ RNNها، آموزش در فنͬ چالش بزرگ ترین
و ͬ کند م زمزمه دوم نفر گوش در را پیامͬ اول نفر بͽیرید؛ نظر در را «تلفن بازی» بازی ذهنͬ، تقریب برای بود.
به را خود شباهت و شده بیشتری تحریف دچار نهایی پیام باشد، ͬ تر طولان صف هرچه ͬ یابد. م ادامه زنجیره این

ͬ دهد. م دست از اصلͬ پیام
ͬ دهد. م رخ مشابه اتفاقͬ پس انتشار۲، آموزش الͽوریتم از استفاده هنگام بازگشتͬ، عصبی شبͺەهای در
ابتدا)، به جمله انتهای (از زمان در عقب به حرکت حین در کنند، اصلاح را شبͺه باید که خطا سیͽنال های
محو یا صفر عملا́ که جایی تا ͬ گردند م کوچͷ تر و ͷکوچ تدریج به و ͬ شوند م ضرب کوچͷ تری اعداد در
ارتباط نتواند شبͺه ͬ شود م باعث ͬ شود، م نامیده گرادیان۳“ شدن ”محو فنͬ ادبیات در که پدیده این ͬ شوند. م
ͬ برد۴ طولان ͬ های وابستگ مدیریت در ناتوانͬ این کند. درک دارند، یͺدیͽر از زیادی فاصله که را کلماتͬ میان

بود. بازگشتͬ مدل های نقطەضعف
بلوط درخت زیر ما قدیمͬ همسایه خانه پشتͬ حیاط در پیش هفته که گربەای ”آن جمله: در مثال، عنوان به
کلمه باید است، گرسنه کسͬ چه دریابد مدل اینکه برای است.“ گرسنه ͬ کرد، م بازی قرمز توپی با و بود نشسته
طولانͬ ارتباطات این برقراری در ساده RNNهای باشد. داشته حافظه در آمده، قبل تر کلمه دەها که را ”گربه“

است. گرسنه ”توپ“ یا ”درخت“ که کنند تصور اشتباه به بود ممͺن و ͬ خوردند م شͺست

سریالͬ پردازش گلوگاه دوم: مشͺل (۲ .۲ .۱
آغاز ͬ تواند نم ریاضیاتͬ نظر از دهم کلمه پردازش بازگشتͬ، شبͺه ͷی در داشت. محاسباتͬ ماهیتͬ دوم چالش
امدادی دوی مسابقه ͷی مانند دقیقاً زمان۵ͬ وابستگͬ این باشد. رسیده اتمام به نهم کلمه پردازش آنکه مͽر شود

برساند. او به را چوب اول دونده تا بماند منتظر باید دوم دونده است؛

1Hidden State
2Backpropagation
3Vanishing Gradient
4Long-Range Dependencies
5Temporal Dependency
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یا مدرن ͷگرافی کارت های بود. کامل تضاد در کامپیوتری سخت افزارهای پیشرفت روند با ویژگͬ این
شدەاند، طراحͬ موازی۱ پردازش محاسبه هزاران انجام برای ها، Graphics Processing Unit (GPU) همان
زیرا شود، استفاده موازی پردازش عظیم قدرت از که ͬ داد نم اجازه RNN خطͬ ساختار سریالͬ. محاسبات نه
دادەها، از عظیمͬ حجم روی بزرگ مدل های آموزش ͬ شد م باعث گلوگاه این بود. قبل مرحله معطل مرحله هر

باشد. پرهزینه و زمان بر کند، بسیار

پیشرفته حافظەهای ظهور اصلاحͬ: تلاش های (۳ .۱
نام های با را بازگشتͬ شبͺەهای از تکامل یافتەتری نسخەهای فراموشͬ، مشͺل بر غلبه برای پژوهشͽران

به معماری ها این دادند. توسعه Gated Recurrent Unit (GRU) و Long Short-TermMemory (LSTM)
صورت به که داشتند را این قابلیت آن ها ͬ کردند؛ م عمل دروازه۲ ͷی مانند که بودند مجهز هوشمند مͺانیزم هایی

بریزند. دور را اطلاعاتͬ چه و دارند نگه حافظه در را اطلاعاتͬ چه بͽیرند تصمیم فعال
نهایت در و کند حفظ ͬ وار طوط را چیز همه ͬ کند م سعͬ که بͽیریم نظر در شخصͬ مانند را ساده RNN اگر
ثبت را کلیدی نکات تنها و دارد ساختاریافته یادداشت دفترچه ͷی که است شخصͬ مانند LSTM ͬ شود، م گیج
۲۰۱۴ سال های در گفتار تشخیص و ماشینͬ ترجمه در سیستم ها عملͺرد که شد باعث معماری بهبود این ͬ کند. م
پابرجا همچنان موازی پردازش امͺان عدم یعنͬ دوم مشͺل حال، این با باشد. داشته چشمͽیر جهشͬ ۲۰۱۶ تا

داشتند. پایینͬ مقیاس پذیری و بودند کند کماکان اما بودند، شده دقیق تر مدل ها بود.

رمزگذار⁃رمزگشا معماری در اطلاعاتͬ بن بست (۴ .۱
بازگشتͬ شبͺەهای بر رمزگذار⁃رمزگشا۳مبتنͬ معماری از استفاده ماشینͬ، ترجمه برای دوران آن طلایی استاندارد
آن مفهوم و معنا تمام و بخواند کلمه به کلمه را ورودی جمله داشت وظیفه رمزگذار بخش ساختار، این در بود.
ͬ بایست م رمزگشا بخش سپس کند. فشردەسازی زمینه۴ بردار نام به ثابت ابعاد با و فشرده ریاضͬ بسته ͷی در را

نماید. بازسازی مقصد زبان به را جمله فشرده، بسته همین به اتکا با تنها
جمله ͷی در تنها را رمان ͷی از فصل ͷی جزئیات و احساسات محتوا، تمام بخواهند شما از کنید تصور
در ظرایف از بسیاری طبیعتاً کند! بازنویسͬ را اصلͬ متن عین او تا بدهید دیͽری فرد به را آن و کنید خلاصه
که ͬ داد م نشان یافت، شهرت اطلاعات۵ͬ گلوگاه به که محدودیت این ͬ روند. م بین از فشردەسازی فرآیند این
دقیقاً این نیست. معنا انتقال برای بهینه روشͬ ثابت، بردار ͷی در طولانͬ جمله ͷی اطلاعات تمام فشردەسازی

ͬ شد. م احساس توجه مͺانیزم همچون انقلابی رویͺردی به نیاز که بود نقطەای همان

1Parallel Processing
2Gate
3Encoder-Decoder Architecture
4Context Vector
5Information Bottleneck
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۲ فصل

ترنسفورمر معماری و توجه انقلاب

مدل های در حافظه محدودیت های و محاسباتͬ چالش های از مملو که ۲۰۱۷ از پیش سال های علمͬ فضای در
هوش تحقیقات پیͺره بر صاعقه ͷی بسان دارید» نیاز که است چیزی آن تمام «توجه مقاله انتشار بود، بازگشتͬ
سنتͬ الͽو های علیه جسورانه بیانیەای و علمͬ مانیفست ͷی تنهایی به خود مقاله، این عنوان آمد. فرود مصنوعͬ

بود. حاکم
و قدرتمند زبانͬ مدل های توسعه برای که کردند بیان رادیͺال، ادعای ͷی طرح با مقاله این نویسندگان
Convolutional Neural Networks یا RNN زمان بر و پیچیده ساختارهای از استفاده به نیازی دیͽر پیشرفته،
مفهوم ͷی بر تنها و گذاشت کنار را پیشین معماری های تمام ͬ توان م که کردند استدلال آن ها نیست. (CNN)

کرد: تمرکز شناختͬ

توجه۱» «مͺانیزم

داد. تغییر همیشه برای را عمیق یادگیری تکامل مسیر که بود عطفͬ نقطه رویͺرد، تغییر این

انسانͬ ادراک در توجه مفهوم (۱ .۲
بستر در را توجه انتزاعͬ مفهوم است ضروری بپردازیم، جدید معماری فنͬ و ریاضیاتͬ تشریح به آنکه از پیش
اطلاعات پردازش برای محدودی ظرفیت دارای انسان شناختͬ و عصبی سیستم کنیم. واکاوی انسانͬ شناخت
همزمان صورت به و یͺسان دقت با را حسͬ) شنیداری، (بصری، محیط از ورودی دادەهای تمام ͬ تواند نم و است
مهم بخش های روی بر گاه ناخودآ طور به که است هوشمندی فیلترهای به مجهز ما مغز عوض، در کند. پردازش

ͬ گیرد. م نادیده را اطلاعات سایر و کرده تمرکز

کوکتل مهمانͬ اثر تمثیل (۱ .۱ .۲
مهمانͬ «اثر به و است توجه مͺانیزم تبیین برای مدل بهترین که کردەاند شناسایی را پدیدەای شناختͬ روانشناسان
صداهای از مملو و پرهیاهو شلوغ، مهمانͬ ͷی در کنید تصور پدیده، این درک برای دارد. شهرت کوکتل۲»

1Attention Mechanism
2The Cocktail Party Effect
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ͬ شود م پخش بلند صدای با موسیقͬ هستند، گفتگو حال در همزمان صورت به نفر دەها دارید. حضور متداخل
ͬ شود. م شنیده نیز ظروف برخورد صدای و

دوستتان صدای روی که دارد را شͽفت انگیز قابلیت این شما مغز و شنوایی سیستم آشفتەای، محیط چنین در
نکته اما نماید. فیلتر پس زمینه۱ نویز عنوان به را دیͽر صداهای تمام و کند قفل است ایستاده شما مقابل در که
کاملا́ شما تمرکز اینکه وجود با بزند، صدا را شما نام کسͬ سالن، سوی آن از ناگهان اگر که اینجاست جالب تر

توجه). کانون ناگهانͬ (تغییر ͬ شود م جلب صدا آن سمت به توجهتان بلافاصله بود، دوستتان به معطوف
هوش جدید مدل های کار اساس مختلف، ورودی های به وزن دهͬ یا وزن۲ تخصیص برای مغز قابلیت این

فرآیند: این در است. مصنوعͬ

است. زیاد) (اهمیت بالا وزن دارای شما دوست صدای ●

است. کم) (اهمیت پایین وزن دارای محیط صدای ●

برای مدل توانایی است: رفتار همین شبیەسازی برای ریاضیاتͬ تلاشͬ دقیقاً مصنوعͬ هوش در توجه مͺانیزم
شوند. گرفته نادیده باید بخش ها کدام و است مهم دادەها از بخش کدام لحظه، هر در بͽیرد یاد اینکه

زمان زنجیر شͺستن ترنسفورمر: تولد (۲ .۲
در را بنیادین و ساختاری تغییر دو گرفت، نام ترنسفورمر و شد معرفͬ ۲۰۱۷ سال مقاله در که نوظهوری معماری
به پیشین فصل در که بازگشتͬ مدل های محدودیت های شد باعث تغییرات این کرد. ایجاد دادەها پردازش نحوه

گردند. مرتفع کاملا́ شد، اشاره آن ها

سریالͬ پردازش کامل حذف (۱ .۲ .۲
کلمات بود مجبور که RNN برخلاف بود. زمانͬ وابستگͬ زنجیر گسستن ترنسفورمر، معماری دستاورد مهم ترین
صورت به را کامل پاراگراف ͷی حتͬ یا جمله تمام ترنسفورمر بخواند، دیͽری) از پس ͬͺی) متوالͬ صورت به را

میͺند. پردازش همزمان و یͺجا
پردازش شروع برای نیست نیازی دیͽر معماری، این در بود. پردازشͬ گلوگاه حذف معنای به الͽو تغییر این
پردازش قابلیت از حداکثری استفاده امͺان ویژگͬ این بمانیم. ابتدایی کلمات پردازش اتمام منتظر آخر، کلمه
مدل ها آموزش سرعت خیرەکننده افزایش امر، این نتیجه کرد. فراهم را (GPU) مدرن سخت افزارهای در موازی

دهند. آموزش معقول زمانͬ در را پارامتر میلیاردها با مدل هایی دانشمندان داد اجازه که بود

توجه مͺانیزم با حافظه جایͽزینͬ (۲ .۲ .۲
ͬ کرد م تلاش شبͺه ،LSTM مانند قدیمͬ مدل های در بود. اطلاعات مدیریت نحوه در تغییر بزرگ، تغییر دومین
اما کند. حمل خود با (Hidden State) نام با فشرده و محدود حافظه ͷی در را گذشته اطلاعات خلاصه

گذاشت. کنار را رویͺرد این ترنسفورمر
1Background Noise
2Weight Allocation
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از لحظه هر در مدل داد. سراسری۱ دسترسͬ به را خود جای خطͬ حافظه مفهوم ترنسفورمر، معماری در
کلمه، هر درک برای که ͬ دهد م اجازه مدل به توجه مͺانیزم دارد. مستقیم دسترسͬ جمله کلمات تمام به پردازش،
یعنͬ این هستند. ضروری فعلͬ کلمه تفسیر برای دیͽر کلمات کدام بͽیرد تصمیم و بیندازد جمله کل به نگاهͬ
کلمه با دوم، کلمه دقت همان با و راحتͬ به ͬ تواند م اول کلمه ندارد؛ اهمیتͬ دیͽر جمله در کلمات ͬͺفیزی فاصله

کند. برقرار ارتباط صدم

1Global Access
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۳ فصل

ترنسفورمر معماری کالبدشͺافͬ
ریاضیات به انتزاع از گذر

معماری درونͬ ساختار که است رسیده فرا آن زمان اکنون الͽو، تغییر به نیاز چرایی و نظری مبانͬ بررسͬ از پس
باینری عملیات پایه بر صرفاً آن درک ماهیت که ماشینͬ است: این بنیادین پرسش کنیم. واکاوی را ترنسفورمر
ͬ های پیچیدگ تحلیل یا ͷکلاسی ادبیات از معنایی ظرایف استخراج به قادر چͽونه است، ماتریسͬ محاسبات و

است. نهفته مدل این ریاضیاتͬ سلسلەمراتب و مدولار معماری در پاسخ ͬ باشد؟ م حقوقͬ متون

رمزگشا و رمزگذار پشتەهای بر مبتنͬ معماری (۱ .۳
با اما است، شده بنا Sequence to Sequence (Seq2Seq) ͷکلاسی الͽوی پایه بر ترنسفورمر کلان ساختار

است: شده تشͺیل اصلͬ پشته۱ یا مؤلفه دو از معماری این متفاوت. پیادەسازی

خام) (متن ورودی رشته دریافت آن وظیفه ͬ کند. م عمل تحلیل گر عنوان به بخش این رمزگذار۲: پشته .۱
میان روابط تحلیل و متن خواندن با رمزگذار است. پیوسته انتزاعͬ نمایش فضای ͷی به آن نگاشت و

ͬ کند. م ایجاد محتوا از ریاضͬ عمیق درک ͷی کلمات،

حاوی (که رمزگذار خروجͬ دریافت با رمزگشا ͬ کند. م ایفا را تولیدگر نقش بخش این رمزگشا۳: پشته .۲
صورت به سوال) به پاسخ یا متن ترجمه (مانند نهایی خروجͬ تولید به اقدام است)، متن معنایی عصاره

ͬ نماید. م گام بەگام
1Stack
2Encoder
3Decoder
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معنایی مختصات به واژه تبدیل کلمات: تعبیەی و توکن گذاری (۲ .۳
نگاشت پردازش، فرآیند در نخست گام ͬ کنند. م پردازش را اعداد تنها و هستند زبان از ذاتͬ درک فاقد ماشین ها
ͬ شود. م اطلاق کلمات۱ تعبیه آن به که است چندبعدی ریاضͬ فضای ͷی در پیوسته بردارهای به گسسته کلمات
فضا این کلیدی ویژگͬ ͬ شود. م تبدیل اعشاری) اعداد از (لیستͬ بردار۲ ͷی به کلمه هر فرآیند، این در
فضای این در مثال، عنوان به دارد. همبستگͬ کلمات معنایی شباهت با بردارها هندسͬ فاصله که است آن
مختصات اختلاف یا و است ͷنزدی بسیار ”پرتقال“ به ”سیب“ و ”ملͺه“ به ”پادشاه“ کلمه مختصات برداری،
از ماشین درک زیربنای تبدیل، این است. یͺسان ”پسر“ و ”پدر“ کلمات اختلاف با ”دختر“ و ”مادر“ کلمات
باید خام متن کند، تبدیل ریاضͬ بردارهای به را کلمات بتواند مدل آنکه از پیش است. واژگان معنایی روابط
ارتباطͬ پل ͬ شود، م نامیده توکن گذاری۴ که فرآیند این شود. تقسیم توکن۳ نام به کوچͺتری معنادار واحدهای به

است. اعداد دنیای و انسانͬ زبان میان

پردازش بنیادین واحد توکن: مفهوم (۱ .۲ .۳
پیشوند، ͷی کلمه، ͷی ͬ تواند م توکن ͷی استفاده، مورد الͽوریتم به بسته نیستند؛ کامل کلمات لزوماً توکن ها

باشد. تک حروف حتͬ یا پسوند ͷی

جدید کلمات با مواجهه در مدل باشد، واحد توکن ͷی کلمه هر اگر ͬ شود؟ نم استفاده کامل کلمه از چرا ●
بی رویه شدن بزرگ باعث پدیده این ͬ شود. م مشͺل دچار ͬ ها“ ”ورشͺستگ مانند پیچیده مشتقات یا

ͬ گردد. م مدل پارامترهای افزایش و لغات۵ دایره فضای

کلمه مثال، عنوان به ͬ شͺنند. م کوچͺتری قطعات به را متن مدرن مدل های زیر⁃واحد۶: رویͺرد ●
تعداد با ͬ دهد م اجازه مدل به کار این شود. تقسیم ”برنامه“ و ”بی“ توکن دو به است ممͺن ”بی برنامه“

کند. معناییابی و درک را جدید ترکیب و کلمه بی نهایت ثابت، لغات دایره در توکن محدودی

ͬ یابد. م اختصاص (شناسه۷) منحصر بەفرد صحیح عدد ͷی به توکن هر شد، تجزیه توکن ها به متن آنکه از پس
به یافته اختصاص عدد (مثلا́ ندارند هم با ریاضͬ رابطه هیچ و هستند شناسنامه صرفاً اعداد این که آنجا از اما
یا پیوسته۸ برداری فضای ͷی به اعداد این نگاشت بعدی گام نیست)، “͹س” عدد به ͷنزدی لزوماً ”گربه“ کلمه

است. تعبیه۹ لایه همان
1Word Embeddings
2Vector
3Token
4Tokenization
5Vocabulary
6Sub-word
7ID
8Continuous Vector Space
9Embedding
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پیوسته برداری فضای به نگاشت کلمات: تعبیەی لایەی (۲ .۲ .۳
ریاضͬ ارزش فاقد اعداد این اما داریم. (شناسەها) صحیح اعداد از مجموعەای ما توکن گذاری، مرحله از پس
نظر از که حالͬ در باشد، هم از دور بسیار است ممͺن «زن» و «مرد» کلمه به یافته اختصاص عدد مثال برای هستند؛
(dmodel = 512) ثابت ابعاد با بردار ͷی به را توکن هر دارد وظیفه کلمات۱ تعبیه لایەی نزدیͷ اند. هم به معنایی

کند. تصویر پیوسته فضای ͷی در

تعبیه فضای ریاضͬ ͬ های ویژگ (۱ .۲ .۲ .۳

توکن های کل تعداد نشان دهندەی V آن در که است V ×dmodel ابعاد با بزرگ جستجو۲ جدول ͷی صرفاً لایه این
از: عبارتند لایه این کلیدی ͬ های ویژگ است. لغت نامه

که ͬ بینند م آموزش گونەای به بردارها بعدی، ۵۱۲ فضای این در اقلیدس۳ͬ: فاصله و معنایی تشابه .۱
میان برداری تفاضل مثال، برای بͽیرند. قرار یͺدیͽر از نزدیͷ تری فاصله در مشابه، معنای با توکن های

باشد. «مرد» و «پادشاه» میان برداری تفاضل معادل تقریباً باید ”زن“ و ”ملͺه“

نمونه برای ͬ کند؛ م رمزگذاری را توکن مفهوم از جنبەای بعدی، ۵۱۲ بردار این از بعد هر اطلاعات۴: توزیع .۲
این که هرچند باشد، مشابه موارد و جنسیت به مربوط دیͽر بعدی زمان، به مربوط است ممͺن بعد ͷی

نیستند. تفسیر قابل مستقیماً انسان برای ابعاد

باعث کار این ͬ کنند. م ضرب
√
dmodel در را کلمات بردار مقاله نویسندگان متوازن: شدن۵ هم مقیاس .۳

اطلاعات شدن، جمع هنگام تا شوند هم مقیاس موقعیتͬ» «کدگذاری مقادیر با کلمات بردار مقادیر ͬ شود م
نشود. معنایی اطلاعات شدن محو باعث مͺانͬ

تبدیل غنͬ هندس۶ͬ نمایش ͷی به بی معنا و گسسته بازنمایی ͷی از را کلمات تعبیه، لایەی حقیقت، در
هستند. محاسبه قابل برداری روابط از استفاده با زبانͬ مفاهیم آن در که ͬ کند م

زمانͬ آشفتگͬ معمای حل موقعیتͬ: کدگذاری (۳ .۳
آنجا از بود. مفهوم رفتن دست از شد)، اشاره قبل فصل در (که سریالͬ پردازش حذف از ناشͬ چالش های از ͬͺی
”علͬ جمله دو میان تفاوت ͬ تواند نم ذاتاً ͬ کند، م پردازش همزمان صورت به را کلمات تمام ترنسفورمر مدل که

است. یͺسان دو هر در کلمات مجموعه زیرا دهد، تشخیص را را“ علͬ زد ”حسن و را“ حسن زد
دادند. ارائه موقعیت۷ͬ رمزگذاری عنوان تحت هوشمندانه راهͺاری مقاله نویسندگان چالش، این بر غلبه برای
موقعیت بردار ͷی با کلمه بردار کردن جمع طریق از جمله، در کلمه هر جایͽاه به مربوط اطلاعات روش، این در
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طولانͬ جملات در که ساده صحیح اعداد از استفاده جای به نویسندگان ͬ شود. م تزریق مدل به ،(PE) خاص
استفاده متفاوت فرکانس های با مثلثاتͬ توابع از ͬ شوند، م مقادیر نامحدود رشد و محاسبات۱ͬ ناپایداری باعث

کردند.
ͬ شوند: م تعریف زیر صورت به i بعد۲ هر و pos جایͽاه هر برای کدگذاری این ریاضͬ فرمول های

PE(pos,2i) = sin
( pos

100002i/dmodel

)
(۱ .۳)

PE(pos,2i+1) = cos
( pos

100002i/dmodel

)
(۲ .۳)

است. نمایش فضای در بعد شاخص نشان دهنده i و دنباله در توکن موقعیت نشان دهنده pos روابط، این در
است: شده بنا منطقͬ استدلال ͷی پایه بر کسینوسͬ و سینوسͬ ساختار این انتخاب

کلمه، هر سیͽنال فرکانس درک با تا ͬ دهند م اجازه مدل به کسینوسͬ و سینوسͬ توابع این
کند. شناسایی جمله در را آن مطلق و نسبی جایͽاه

موقعیت بردار ،k ثابت فاصله هر برای که است آن فرمول بندی این ویژگͬ مهم ترین ریاضͬ، تحلیل منظر از
ریاضیاتͬ مدل ͷی برای ویژگͬ این شود. بیان PEpos بردار از خط۳ͬ تبدیل ͷی صورت به ͬ تواند م PEpos+k

به نسبی۴، فواصل به توجه با چͽونه که بͽیرد یاد سادگͬ به ͬ دهد م اجازه عصبی شبͺه به زیرا است، حیاتͬ
قرار کجا در کلمه ͬ داند م تنها نه مدل روش، این با واقع، در کند. پیدا دسترسͬ کلمات میان مͺان۵ͬ اطلاعات

ͬ کند. م درک بالایی ریاضͬ دقت با نیز را کلمات سایر با آن فاصله نسبت بلͺه دارد،

مدل تپنده قلب خودکار: توجه مͺانیزم (۴ .۳
یͺدیͽر با تا ͬ دهد م اجازه کلمات به مͺانیزم این است. خودکار۶ توجه مͺانیزم مقاله، این نوآوری محوری ترین

کنند. مشخص بافتار ͷی در را خود معنایی وابستگͬ میزان و باشند داشته تعامل
بود.“ شده ورشͺسته آن چون نداشت پول ”بانک بͽیرید: نظر در را زیر جمله مفهوم، این تبیین برای

نظر از ͬ تواند م ”آن“ کلمه ماشین، برای اما دارد. اشاره ”بانک“ به ”آن“ ضمیر که ͬ دانیم م انسان عنوان به ما
دیͽر کلمات تمام ”آن“، کلمه پردازش هنگام خودکار، توجه مͺانیزم باشد. داشته اشاره نیز ”پول“ به ساختاری
مالͬ نهادهای برای صفتͬ که ”ورشͺسته“ کلمه وجود اینجا، در بیابد. را واژه مرتبط ترین تا ͬ کند م اسͺن را جمله

سازد. برطرف را ضمیر ابهام و کرده برقرار ”بانک“ و ”آن“ میان را بالایی توجه وزن مدل ͬ شود م باعث است،
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مقدار و کلید پرس وجو، سەگانه مدل با فنͬ تشریح (۱ .۴ .۳
برای گرفتند. الهام داده پایͽاەهای در اطلاعات بازیابی مفاهیم از تعامل، این ریاضͬ مدل سازی برای نویسندگان
تولید (WQ,WK ,W V ) آموزش پذیر وزن ماتریس سه در ورودی بردار ضرب طریق از مجزا بردار سه کلمه، هر

ͬ شود: م

ͬ کند. م ارسال اطلاعات جستجوی برای کلمه که است سیͽنالͬ نشان دهنده :(Q) پرس وجو۱

ͬ کند. م ایفا کلمات سایر برای را کلمه برچسب یا شناسه نقش :(K) کلید۲

است. کلمه معنایی عصاره و اصلͬ محتوای حاوی :(V ) مقدار۳

مقیاس شده ضرب داخلͬ توجه ریاضͬ فرمول (۱ .۱ .۴ .۳

به عملیات این است. شده معرفͬ مقیاس شده۴ داخلͬ ضرب توجه عنوان تحت مقاله در توجه محاسبه فرآیند
ͬ گردد: م بیان زیر فرمول با ماتریسͬ صورت

Attention(Q,K, V ) = softⅿax
(
QKT

√
dk

)
V (۳ .۳)

حائز نکته اما ͬ کند. م محاسبه را کلیدها و پرس وجوها میان شباهت میزان QKT داخلͬ ضرب معادله، این در
بزرگ)، dk) بالا ابعاد در که کردند استدلال نویسندگان است. 1√

dk
عبارت حضور ریاضͬ، تحلیل برای اهمیت

سافت مͺس۵ تابع ͬ شود م باعث مقادیر بزرگͬ این شود. ختم بزرگͬ بسیار اعداد به ͬ تواند م داخلͬ حاصل ضرب
باعث

√
dk بر تقسیم ͬ گویند. م شدن۷ اشباع آن به اصطلاحاً که شود ͷکوچ بسیار گرادیان۶ با تخت نواحͬ وارد

ͬ بخشد. م بهبود را یادگیری فرآیند و شده مقادیر این واریانس پایداری و نرمال سازی
روی خط۸ͬ ترکیب ͷی صورت به که ͬ آیند م بەدست توجه وزن های سافت مͺس، تابع اعمال با نهایت، در

بͽیرد. شͺل خاص بافت آن در کلمه نهایی نمایش تا ͬ شوند م اعمال مقدار بردارهای

توجه محاسبه فرآیند (۲ .۱ .۴ .۳

کرد: تشبیه مͺالمه ͷی به ͬ توان م را توجه ریاضیاتͬ فرآیند

ورشͺستگͬ قابلیت که هستم مرجعͬ دنبال به «من ͬ کند: م ارسال سیͽنالͬ پرس وجو) عنوان (به ”آن“ کلمه .۱
باشد.» داشته

تو درخواست با بالایی تطابق و هستم مالͬ نهاد ͷی «من ͬ دهد: م پاسخ کلید) عنوان (به ”بانک“ کلمه .۲
دارم.»

دارم.» کمͬ تطابق و هستم ͬͺفیزی شͬء «من ͬ دهد: م پاسخ کلید) عنوان (به ”پول“ کلمه .۳
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نهایت، در ͬ کند. م محاسبه را توجه وزن های Kها، و Q میان داخلͬ) (ضرب برداری شباهت محاسبه با مدل
شͺل خاص جمله این بافت در را ”آن“ کلمه جدید معنای که ͬ شود م ایجاد مقدار بردارهای از وزن دار ترکیبی

است. شده نامیده مقیاس شده» داخلͬ ضرب «توجه مقاله فرمول بندی در عملیات این ͬ دهد. م

زبان به چندبعدی نگرش چندسر: توجه (۵ .۳
فاعل (مانند نحوی نقش های دارای همزمان کلمات خیر. قطعاً ͬ کند؟ م ایفا نقش ͷی تنها جمله در کلمه ͷی آیا
تمرکز جنبەها این از ͬͺی روی بر تنها است ممͺن واحد توجه مͺانیزم ͷی هستند. ارجاعͬ و معنایی مفعول)، یا

ͬ برد. م بهره سر۱ چند توجه ͷتکنی از ترنسفورمر محدودیت، این حل برای کند.
انجام را توجه فرآیند موازی صورت به و بار) h = 8 (مثلا́ بار چندین بار، ͷی جای به مدل روش، این در

است: زیر صورت به لایه این ریاضͬ فرمول بندی ͬ دهد. م

ⅯuⅼtiHeaⅾ(Q,K, V ) = Ⅽonⅽat(heaⅾ1, . . . , heaⅾh)W
O (۴ .۳)

ͬ گردد: م محاسبه متفاوت زیرفضای ͷی در مستقل صورت به سر هر آن در که

heaⅾi = Attention(QWQ
i , KWK

i , V W V
i ) (۵ .۳)

خطͬ تبدیل و وزن ماتریس های نقش تحلیل (۱ .۵ .۳
است: ضروری مدل تبیین برای آن ها درک که ͬ دهد م رخ خطͬ جبر منظر از اساسͬ گام دو ساختار، این در

کردن ضرب هستند. ثابت ابتدا در ورودی بردارهای ͬ شوند؟ م ضرب وزن ماتریس های در Q,K, V چرا .۱
هر که ͬ شود م باعث کار این است. خط۲ͬ نگاشت ͷی واقع در WQ

i ,WK
i ,W V

i ماتریس های در آن ها
این در ببرد. (dk = dmodel/h) کمتر ابعاد با جدید برداری۴ زیرفضای ͷی به را بردارها توجه۳، سرِ
در که ͬ گیرد م یاد سر ͷی مثال، برای بͽیرد؛ یاد را متفاوتͬ روابط تا است آزاد مدل جدید، زیرفضاهای
بدون دوربرد. معنایی روابط روی دیͽر سر و کند تمرکز دستوری روابط و کوتاه فواصل روی خود، فضای

ͬ کردند. م تماشا را واحد چیز ͷی عملا́ سرها تمام ماتریسͬ، ضرب این

از مجموعەای با ما کرد، تولید را خود خروجͬ سر هر آنکه از پس چیست؟ WO نهایی ماتریس نقش .۲
اطلاعات این کردن۵، متصل عمل با نگریستەاند. متن به خاصͬ دیدگاه از کدام هر که هستیم روبرو بردارها
اصلͬ ابعاد به و کرده تعامل هم با دوباره پراکنده اطلاعات این آنکه برای اما ͬ شوند. م چیده هم کنار در
توسط شده استخراج دانش تلفیق۶ وظیفه ماتریس این ͬ شود. م استفاده WO ماتریس از بازگردند، مدل
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عصارەای نهایی، خروجͬ که ͬ کند م ترکیب گونەای به را سر هر وزن های و دارد عهده بر را سرها تمام
باشد. تخصصͬ نگاەهای تمام از منسجم

است: روابط از خاصͬ نوع استخراج مسؤل سر هر واقع، در

ͬ کند. م تمرکز نحوی و دستوری روابط روی اول: سر ●

ͬ کند. م بررسͬ را افعال زمانͬ روابط دوم: سر ●

ͬ یابد. م را معنایی قرابت های و مترادف ها سوم: سر ●

WO ماتریس نهایت در و هستند مختلف زوایای از جمله تحلیل حال در همزمان متخصص چندین گویی
ͬ کند. م ترکیب جامع و واحد نتیجه ͷی به رسیدن برای را آن ها تمام نظرات سردبیر، ͷی مانند

یادگیری تثبیت میان بر: اتصالات و پیش خور شبͺەی (۶ .۳
شبͺەی ͷی به خروجͬ بردار کرد، استخراج را کلمات میان بافتͬ و پیچیده روابط توجه، مͺانیزم آنکه از پس
(توکن) جایͽاه هر روی یͺسان کاملا́ و مستقل صورت به شبͺه این ͬ شود. م ارسال نقطه⁃به⁃نقطه۱ پیش خور
تغییر دیͽر لایه به لایەای از اما است، مشترک لایه ͷی توکن های تمام برای پارامترها که معنا بدین ͬ گردد؛ م اعمال

ͬ کند. م

پیش خور لایه هندسͬ و ساختاری تحلیل (۱ .۶ .۳
تابع غیرخطͬ فعال ساز تابع ͷی که است آفین) (نگاشت خطͬ تبدیل دو شامل بخش این ساختاری، منظر از

ͬ گردد: م تدوین زیر صورت به فرآیند این ریاضͬ فرمول دارد. قرار آن ها میان اصلاح شده۲ خطͬ فعال ساز

FFN(x) = max(0, xW1 + b1)W2 + b2 (۶ .۳)

ͬ کنند: م ایفا را زیر نقش های ریاضͬ مؤلفەهای معادله، این در

ͷی به (dmodel = 512) مدل فضای از را ورودی بردار (xW1 + b1) اول نگاشت ابعادی۳: انبساط ●
تا ͬ دهد م اجازه مدل به ابعاد افزایش این ͬ کند. م منتقل (dff = 2048) بزرگ تر بسیار میانͬ فضای
کند. ͷتفکی و بازنمایی بالاتر، ظرفیت با فضای ͷی در را توجه مͺانیزم توسط شده استخراج ͬ های ویژگ

تزریق مدل به را غیرخطͬ ͬ های ویژگ منفͬ، مقادیر حذف با max(0, xW1 + b1) تابع ͬ سازی: غیرخط ●
است. ضروری زبانͬ پیچیده الͽوهای یادگیری برای که ͬ کند م

1Position-wise Feed-Forward Network
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برای تا بازگرداند مدل اصلͬ ابعاد به مجدداً را دادەها دارد وظیفه (W2) دوم نگاشت بازگشت: و انقباض ●
شوند. آماده بعدی لایەهای به ورود

لایه داشت، عهده بر را مختلف کلمات میان «افقͬ» ارتباطات برقراری وظیفەی توجه لایەی که حالͬ در
«عمودی» صورت به را کلمه هر برای شده استخراج ͬ های ویژگ دارد وظیفه Feed-Forward Network (FFN)

کند. تقویت و پالایش پردازش، مجزا و

ریاضͬ پایداری تضمین نرمال سازی: و میان بر اتصالات (۲ .۶ .۳
پس انتشار، فرآیند در است. گرادیان۱ محوشدگͬ تأثیر پدیده عمیق، عصبی شبͺەهای در بنیادین چالش ͷی
ترنسفورمر شوند. اولیه لایەهای وزن های بروزرسانͬ از مانع و کنند میل صفر سمت به است ممͺن متوالͬ مشتقات

ͬ برد: م بهره نرمال سازی“ و ”جمع ساختار از ریاضͬ، بن بست این حل برای

Output = ⅬayerNorⅿ(x+ Subⅼayer(x)) (۷ .۳)

است: شده تشͺیل مͺمل بخش دو از ساختار این

از ͬ شود. م ایجاد اطلاعاتͬ بزرگراه ͷی زیرلایه، خروجͬ با (x) ورودی کردن جمع با میان بر۲: اتصال .۱
حاصل ∂(x+f(x))

∂x
= 1+ f ′(x) عبارت مشتق گیری، هنگام در که ͬ شود م باعث کار این محاسباتͬ، نظر

همچنان گرادیان باشد، ͷکوچ بسیار (f ′) لایەها مشتق اگر حتͬ که ͬ کند م تضمین ͷی عدد وجود شود.
برسد. ابتدایی لایەهای به و یافته جریان

از لایه، هر در عصبی فعالیت های واریانس و میانگین داشتن نگاه ثابت با عملیات این لایه۳: نرمال سازی .۲
افزایش شدت به را مدل همͽرایی سرعت عددی، پایداری این ͬ کند. م جلوگیری دادەها شدید نوسانات

شود. استفاده آموزش در بالاتری یادگیری۴ نرخ ͬ دهد م اجازه و داده

پایداری آنکه بدون ͬ سازد، م فراهم را لایه صدها و دەها با مدل هایی آموزش امͺان هوشمندانه، ترکیب این
برود. دست از عمق افزایش اثر بر مدل ریاضͬ

نرم بیشینه تابع و خطͬ لایەی نهایی: خروجͬ تولید (۷ .۳
بردارهای از مجموعەای صورت به همچنان خروجͬ کردند، عبور رمزگشا پشتەی بلوک آخرین از دادەها آنکه از پس
شوند، تبدیل احتمال توزیع و فهم قابل کلمات به بردارها این آنکه برای دارد. قرار انتزاعͬ نمایش فضای در پیوسته

ͬ کند: م طͬ را زیر ریاضͬ گام دو مدل

1Vanishing Gradient Effect
2Residual Connection
3Layer Normalization
4Learning Rate
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به را رمزگشا خروجͬ بردار نگاشت۲ وظیفەی که است ساده پیش خور شبͺەی ͷی لایه این خط۱ͬ: لایه .۱
این بͽیریم، نظر در V را مدل لغات دایره در موجود کلمات تعداد اگر دارد. عهده بر لغات دایره فضای
امتیاز ͷی نشان دهنده بردار، این در مؤلفه هر ͬ کند. م تبدیل V طول با برداری به را خروجͬ بردار لایه

است. فرهنگ لغت در کلمه هر برای خام۳

امتیازات عنوان تحت ماشین یادگیری ادبیات در که خطͬ، لایەی از حاصل امتیازات سافت مͺس: تابع .۲
تفسیر فاقد تنهایی به مقادیر این هستند. (−∞,+∞) بازەی در حقیقͬ اعدادی ͬ شوند، م شناخته خام۲
است. ͷی با برابر لزوماً آن ها مجموع نه و دارند قرار واحد بازەی در نه که چرا هستند، مستقیم احتمالͬ
استفاده سافت مͺس نگاشت تابع از مجاز، احتمالاتͬ توزیع ͷی به خام امتیازات از بردار این تبدیل برای

ͬ شود. م

ͬ کند، م نگاشت P = (p1, p2, . . . , pV ) احتمالات بردار به را Z = (z1, z2, . . . , zV ) بردار تابع، این
داریم: zi مؤلفه هر برای که طوری به

σ(z)i =
ezi∑V
j=1 e

zj
(۸ .۳)

است: اهمیت حائز منظر چند از فرآیند این تحلیلͬ بسط

ͬ ها خروج تمام نمایی، تابع ماهیت دلیل به سافت مͺس تابع احتمال: موضوع پذیری اصل تضمین ●
برقرار

∑
pi = 1 که ͬ کند م تضمین نرمال سازی)، (برای مجموع بر تقسیم با و گردانده مثبت را

ͬ کند. م تبدیل لغات دایره روی گسسته۳ احتمال توزیع ͷی به را مدل خروجͬ امر این باشد.

است. بیشینه تابع از مشتق پذیر و نرم نسخەی ͷی سافت مͺس ریاضͬ، منظر از تفاوت ها: تقویت ●
احتمال از سهم بیشترین ،(zmax) ورودی در امتیاز بزرگترین که ͬ کند م عمل گونەای به تابع این
برای ویژگͬ این ͬ شوند. م تضعیف نمایی صورت به امتیازات سایر و ͬ دهد م اختصاص خود به را
کند. عبور تابع این میان از خطا سیͽنال ͬ دهد م اجازه زیرا است، حیاتͬ پس انتشار و آموزش فرآیند

در احتمال۴ͬ سیمپلͺس ͷی روی بر را خطͬ لایەی خروجͬ بردار واقع در تابع این هندسͬ: تفسیر ●
انتخاب یا توزیع این از نمونەبرداری با مدل متن، تولید مرحلەی در ͬ کند. م تصویر V⁃بعدی فضای

ͬ سازد. م مشخص را بعدی توکن حریصانه۵، رمزگشایی طریق از احتمال بیشترین با کلمەای

که است ملموس زبانͬ تصمیمات به رمزگشا پشتەی انتزاعͬ محاسبات تبدیل در نهایی گام عملیات، این
ͬ گذارد. م تأثیر شده تولید متن کیفیت بر مستقیماً آن دقت

1Linear Layer
2Projection
3Logit
2Logits
3Discrete Probability Distribution
4Probability Simplex
5Greedy Decoding
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عنوان به است، داده اختصاص خود به را احتمال مقدار بالاترین که کلمەای نهایت، در خروج۱ͬ: احتمالات
بخش به مجدداً بعدی، توکن های تولید برای کلمه این ͬ شود. م انتخاب فعلͬ زمانͬ گام برای مدل پیش بینͬ
ادامه خودرگرسیو۲ صورت به فرآیند تا ͬ شود م بازگردانده راست) به شیفت یافته ͬ های (خروج رمزگشا ورودی های

یابد.

ترنسفورمر معماری در داده جریان و ͷتوپولوژی تحلیل (۸ .۳
است آن زمان کردیم، واکاوی را پیش خور شبͺەهای و توجه مͺانیزم نظیر ریاضیاتͬ بنیادین مؤلفەهای که اکنون
(۱ .۳ (شͺل زیر نمودار بیاندازیم. ترنسفورمر محاسباتͬ گراف تشͺیل و اجزا این اتصال نحوه به جامع نگاهͬ که
ستون (چپ)، رمزگذار ستون کرد: تقسیم اصلͬ بخش سه به را آن ͬ توان م که ͬ دهد م نمایش را مدل کلͬ ساختار

آن ها. میان ارتباطͬ پل و (راست) رمزگشا

چپ) (سمت رمزگذار پشته در جریان مسیر (۱ .۸ .۳
ͬ پذیرد: م انجام زیر مراحل طͬ است، رمزگذار معادل که چپ سمت ستون در پردازش فرآیند

و شده تبدیل متراکم بردارهای به ورودی۲ تعبیه لایه طریق از ابتدا ورودی توکن های اولیه: برداری فضای .۱
گردد. افزوده آن ها به مͺانͬ اطلاعات تا ͬ شوند م جمع موقعیتͬ رمزگذاری سیͽنال های با بلافاصله

N = مقاله اصلͬ نسخه (در ͬ شود م تکرار بار N که ͬ شوند م بلوکͬ وارد دادەها تکرار شونده: بلوک های .۲
ͬ کند: م عبور اصلͬ زیرلایه دو از داده جریان بلوک، هر در .(6

ͬ کند. م استخراج را متن درونͬ روابط سر چند توجه لایه ابتدا ●

ͬ دهد. م انجام را غیرخطͬ پردازش پیش خور۳ شبͺه لایه سپس ●

شده مشخص کناری فلش های با نمودار در که معماری این در حیاتͬ نکته نرمال سازی: و میانبر اتصالات .۳
وارد سپس و شده جمع زیرلایه همان ورودی با زیرلایه هر خروجͬ است. میانبر۴ اتصالات وجود است،
شبͺه طول در را گرادیان ریاضیاتͬ نظر از مͺانیزم این ͬ شود. م رنگ) زرد (بلوک های لایه نرمال سازی لایه

ͬ کند. م تضمین را همͽرایی و کرده حفظ

راست) (سمت رمزگشا پشته در جریان مسیر (۲ .۸ .۳
خودرگرسیو۵ ماهیت از ناشͬ که مهم ساختاری تفاوت دو با اما دارد مشابه ساختاری رمزگشا، یا راست سمت ستون

است: کلمه) به کلمه (تولید
1Output Probabilities
2Auto-regressive
2Input Embedding
3Feed-Forward
4Residual Connections
5Auto-Regressive
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نام به توجه از خاص نوعͬ از راست)، سمت پایین (بلوک توجه لایه اولین در آینده: اطلاعات پوشش .۱
مدل ،t کلمه پیش بینͬ هنگام در که ͬ کند م تضمین لایه این است. شده استفاده پوشیده۱ چندسر توجه

. باشد نداشته بعد به t+ 1 کلمات به دسترسͬ هیچ

دایره ابعاد به تا کرده عبور خطͬ لایه ͷی از نهایی خروجͬ رمزگشا، پشته انتهای در احتمال: توزیع تولید .۲
بعدی کلمه که ͬ کند م تبدیل معتبر احتمالاتͬ توزیع ͷی به را آن سافت مͺس تابع سپس و شود پروژه لغات

ͬ شود. م انتخاب آن اساس بر

نیمͺره دو اتصال متقاطع: توجه مͺانیزم (۳ .۸ .۳
دقت راست سمت در میانͬ بلوک به اگر ͬ شوند. م متصل هم به ستون دو که است جایی نمودار، بخش مهم ترین
ͬ کند: م دریافت متفاوت منبع دو از را خود ورودی های سر) چند (توجه توجه لایه این که ͬ شوید م متوجه کنید،

بͽوید). دارد قصد مدل (آنچه ͬ آید م رمزگشا خودِ در پایین دستͬ لایه از :(Q) کوئری ورودی ●

اصلͬ متن (آنچه ͬ آید م چپ) (سمت رمزگذار پشته نهایی خروجͬ از :(K,V ) مقدار و کلید ورودی ●
است). کرده بیان

ͬ کند. م هم تراز مبدأ» زبان «مفاهیم با را مقصد» «زبان مدل که است نقطەای همان اتصال این

1Masked Multi-Head Attention
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ورودی ها

تعبیه
ورودی

رمزگذاری+
موقعیتͬ

توجه
چندسر

نرمال سازی و جمع

شبͺه
پیش خور

نرمال سازی و جمع

N×

ͬ ها خروج
راست) به (شیفت یافته

تعبیه
خروجͬ

+ رمزگذاری
موقعیتͬ

چندسر توجه
پوشیده

نرمال سازی و جمع

توجه
چندسر

نرمال سازی و جمع

شبͺه
پیش خور

نرمال سازی و جمع

N×

خطͬ لایه

سافت مͺس

احتمالات
خروجͬ

و ͬ ها ویژگ استخراج وظیفه (رمزگذار) چپ سمت ستون ترنسفورمر. معماری ͷشماتی نمای :۱ .۳ شͺل
عنوان به رمزگذار خروجͬ بردارهای دارد. عهده بر را خروجͬ دنباله تولید وظیفه (رمزگشا) راست سمت ستون

ͬ شوند. م تغذیه رمزگشا میانͬ لایەهای به V و K ورودی های
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۴ فصل

داد؟ تغییر را جهان ترنسفورمر چرا

ͷی صرف معرفͬ از فراتر داده، علم تاریخ در دارید» نیاز که است چیزی آن تمام «توجه مقاله جایͽاه و اهمیت
محاسباتͬ رویاهای زمره در آن از پیش تا که گشود امͺاناتͬ سوی به را دروازەای پژوهش، این است؛ جدید معماری
ادامه در که بود سخت افزاری و فنͬ عامل چندین همͽرایی نتیجه الͽو، تغییر این ͬ شدند. م طبقەبندی دست نیافتنͬ

ͬ پردازیم. م آن ها تشریح به

مور قانون با هم افزایی و موازی سازی پیروزی (۱ .۴
این بود. آن ها سریالͬ ماهیت ،(RNN) بازگشتͬ مدل های نقطەضعف شد، تبیین پیشین فصول در که همان گونه

بود. ناسازگار سخت افزاری پیشرفت های با که ͬ کرد م ایجاد ساختاری گلوگاهͬ وابستگͬ،
بدین هستند؛ O(N) یا خطͬ زمان۲ͬ» «پیچیدگͬ دارای بازگشتͬ شبͺەهای محاسبات۱ͬ، پیچیدگͬ منظر از
ترنسفورمر معماری اما دارد. جمله طول با شͺست غیرقابل و مستقیم رابطەای پردازش، برای لازم زمان که معنا
درآیند. ماتریس۳ͬ موازی سازی فرم به و شده خارج توالͬ حالت از محاسبات تا داد اجازه زمانͬ، قید این حذف با
جدید نسل و GPU عظیم های کلاستر۴ ظرفیت تمام از بتوانند پژوهشͽران شد باعث انقلابی ویژگͬ این
(که مور۵ قانون با هم افزایی این کنند. بهرەبرداری «Tensor Processing Units (TPU)» مانند سخت افزارها
کل روی بر پارامتر میلیاردها با مدل هایی آموزش ناگهان شد باعث است) سخت افزار پیشرفت ͬ کننده پیش بین

شود. امͺان پذیر اینترنت و ͬ پدیا۶ ͺوی در موجود دادەهای

مانند ترنسفورمرها بͽیریم، نظر در آب سطل با استخر ͷی کردن پر مانند به را RNNها اگر
ͬ کنند. م عمل قوی فشار شیر هزاران همزمان کردن باز

1Computational Complexity
2Time Complexity
3Matrix Parallelization
4Cluster
5Moore’s Law
6Wikipedia
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مͺانͬ محدودیت های حذف بافاصله: ͬ های وابستگ مدیریت (۲ .۴
فاصله هرچه بود. معنایی درک دشمن بزرگترین کلمات، میان ͬͺفیزی فاصله زبان، پردازش ͷکلاسی الͽو های در
ͬ یافت. م افزایش نمایی صورت به مدل فراموشͬ و خطا احتمال ͬ شد، م بیشتر آن مرجع و ضمیر یا فعل و فاعل بین
یا بیشینه۱ مسیر طول توجه، مͺانیزم مدد به است. شده بازتعریف فاصله مفهوم ترنسفورمر، معماری در اما
معناست بدان این است. یافته تقلیل O(1) به برسد، آخر کلمه به اول کلمه از تا کند طͬ باید سیͽنال که مسافتͬ

دوم. کلمه به دسترسͬ که است شفاف و سریع مستقیم، همان قدر صدم، کلمه به اول کلمه دسترسͬ که
پردازش: در ترنسفورمرها که است شده باعث ویژگͬ این

متعدد ارجاعات با پیچیده علمͬ مقالات ●

گوناگون شخصیت های با بلند داستان های ●

شناسایی بعد خط صدها در باید فایل ابتدای در متغیر ͷی تعریف آن ها در که برنامەنویسͬ کدهای بەویژه و ●
شود

دهند. نشان خود از بی رقیب و خیرەکننده عملͺردی

هوشمندتر یعنͬ بزرگتر مقیاس پذیری: قوانین (۳ .۴
مقیاس پذیری۲» «قوانین فرمول بندی و کشف ترنسفورمرها، ظهور از پس تجربی یافتەهای شͽفت انگیزترین از ͬͺی
داده از مشخصͬ حجم به رسیدن از پس مدل عملͺرد نمودار ،(LSTM (مانند قدیمͬ عصبی مدل های در بود.
بهبود در چندانͬ تأثیر مدل، کردن بزرگ یا بیشتر داده افزودن یعنͬ ͬ شد؛ م عملͺرد۳ اشباع دچار شبͺه، اندازه و

نداشت. نتایج
مدل ها این عملͺرد است. شده شͺسته شیشەای سقف این ترنسفورمر، معماری در که دریافتند محققان اما

افزایش: با

آموزشͬ دادەهای حجم ●

مدل پارامترهای تعداد ●

محاسباتͬ توان و ●

مدل های ساخت برای جهانͬ رقابت آتش مهم، کشف این ͬ یابد. م بهبود ͬ پذیری پیش بین و لͽاریتمͬ صورت به
غول پیͺری مدل های ظهور به منجر و کرد شعلەور را Largeها LanguageModels (LLM) همان یا بزرگ۴ زبانͬ

کردەاند. جابجا را ماشینͬ هوش مرزهای امروزه که شد

1Maximum Path Length
2Scaling Laws
3Performance Saturation
4Large Language Models
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۵ فصل

زبانͬ غول های ظهور و ترنسفورمر پسا عصر

مصنوعͬ هوش اکوسیستم در کامبرین۱ انفجار ͷی بر آغازی نقطه بلͺه پایان، ͷی نه ،۲۰۱۷ سال مقاله انتشار
نیز اینجا در بود، حیاتͬ گونەهای متنوع و سریع ظهور شاهد کامبرین دوره زیست شناسͬ، در که همان گونه بود.
یا مستقیم نوادگان عنوان به امروزی، پیشرفته زبانͬ مدل های تمام که کرد فراهم را بستری ترنسفورمر معماری

ͬ شوند. م طبقەبندی آن غیرمستقیم

تکاملͬ شاخه سه مدل ها: تبارشناسͬ (۱ .۵
خاصͬ بخش تقویت بر ͷی هر که شدند تقسیم اصلͬ شاخه سه به تحقیقات ترنسفورمر، پایه معماری مبنای بر

داشتند: تمرکز ساختار این از

رمزگذار فقط معماری های (۱ .۱ .۵
روابط تحلیل و معنایی» «درک بر آن ها اصلͬ تمرکز و ͬ برند م بهره «رمزگذار» پشته از تنها مدل ها از دسته این

است. متن درونͬ

نامدار. موجودیت های استخراج و احساسات تحلیل متن۲، طبقەبندی نظیر وظایفͬ برای ایدەآل کاربرد: ●

«دوطرفه۳» درک ایجاد با مدل این .(۲۰۱۸ در گوگل توسط شده (معرفͬ BERT مدل شاخص: نمونه ●
کند. شناسایی بی سابقه دقتͬ با را کاربر نیت توانست و کرد ایجاد جستجو موتورهای در انقلابی متن، از

رمزگشا فقط  معماری های (۲ .۱ .۵
متمرکز متن۴» «تولید قابلیت های و «رمزگشا» پشته روی بر را خود توان تمام رمزگذار، بخش حذف با خانواده این

است. دنباله ͷی در بعدی توکن) (یا کلمه پیش بینͬ آن ها اصلͬ وظیفه کردەاند.
1Cambrian Explosion
2Text Classification
3Bidirectional
4Text Generation
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مͺالمه. و کد تکمیل خلاقانه، متن تولید کاربرد: ●

با که کردند اثبات مدل ها این .(OpenAI توسط یافته (توسعه GPT مدل های سری شاخص: نمونه ●
نوشتار از آن تمایز که یافت دست متن تولید از سطحͬ به ͬ توان م دادەها، حجم و مدل مقیاس افزایش

باشد. دشوار انسانͬ

رمزگشا رمزگذار ترکیبی معماری های (۳ .۱ .۵
کردەاند. حفظ را بخش دو هر و ماندەاند وفادار ۲۰۱۷ مقاله کامل و اصلͬ معماری به مدل ها این

متون. خلاصەسازی و ماشینͬ ترجمه مانند (Sequence to Sequence) دنباله به دنباله وظایف کاربرد: ●

(متا̸فیس بوک). بارت۲ و (گوگل) ͬ فای۱ ت مدل های شاخص: نمونه ●

پارامترها نمایی رشد تکامل: زمانͬ جدول (۲ .۵
ضروری کنون تا ۲۰۱۷ سال از مدل ها تکامل روند بررسͬ حوزه، این در ͷتکنولوژی تحولات شتاب درک برای

ͬ دهد. م نمایش را نوظهور قابلیت های و شبͺه ابعاد صعودی سیر زیر جدول است.

آن ها بارز ͬ های ویژگ و بزرگ زبانͬ مدل های تکامل زمانͬ جدول :۱ .۵ جدول

علمͬ دستاورد و بارز ویژگͬ پارامترها تعداد سازنده مدل سال
توجه مͺانیزم و پایه معماری معرفͬ میلیون ۶۵ Googⅼe ترنسفورمر ۲۰۱۷

برای نظارت نشده۳ یادگیری کارایی اثبات
متن تولید

میلیون ۱۱۷ OpenAI ۱ −GPT ۲۰۱۸

متن بافت از دوطرفه و عمیق درک ایجاد میلیون ۳۴۰ Googⅼe BERT ۲۰۱۸
طرح و طولانͬ منسجم متون تولید

ایمنͬ ͬ های نگران
میلیارد ۵ .۱ OpenAI ۲ −GPT ۲۰۱۹

به نیاز عدم شات۴؛ چند یادگیری ظهور
جدید وظایف برای بازآموزی

میلیارد ۱۷۵ OpenAI ۳ −GPT ۲۰۲۰

Reinforcement Learning از استفاده
برای from Human Feedback (RLHF)
عمومͬ پذیرش و انسان قصد با همسوسازی

محرمانه OpenAI ⅭhatGPT ۲۰۲۲

درک و پیچیده استدلال توانایی های
چندوجه۵ͬ مدل های

تریلیون) (تخمین: OpenAI ۴ −GPT ۲۰۲۳

1T5
2BART
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چندوجهͬ مدل های و بینایی به تعمیم متن: از فراتر (۳ .۵
محدود ساختار این دریافتند پژوهشͽران که بود فدرتمند حدی به ترنسفورمر معماری ریاضیاتͬ و انتزاعͬ قدرت

بود: این محوری ایده نیست. طبیعͬ زبان پردازش به

ببریم. بهره توجه مͺانیزم از ͬ توانیم م بͽیریم، نظر در کلمات مانند به نیز را تصاویر بتوانیم اگر

این شد. تصویر۱ تکەهای عنوان تحت ͬͺموزایی ͷکوچ قطعات به تصاویر تقسیم به منجر نگرش این
یا بینایی۲ ترنسفورمرهای ظهور رویͺرد، این نتیجه ͬ شوند. م شبͺه وارد جمله در کلمات مانند دقیقاً قطعات
کانولوشنͬ مدل های از بسیاری جایͽزین ماشین بینایی حوزه در امروزه که بود Vision Transformers (ViT)

شدەاند.
ͬ کنند، م تبدیل تصویر به را متن که Ⅿiⅾjourney و ⅮAⅬⅬ−E مانند تصویر مولد مدل های این، بر علاوه
را نوینͬ فصل که ͬ کنند م استفاده بصری فضای و متنͬ فضای میان معنایی ارتباط ایجاد برای زیرساخت همین از

است. زده رقم چندوجهͬ مصنوعͬ هوش در

1Image Patches
2Vision Transformers
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نوین الͽو ͷی ماندگار میراث نتیجەگیری:

نقطه عنوان به فنͬ، دستاورد ͷی از فراتر ͬ توان م را دارید» نیاز که است چیزی آن تمام «توجه جریان ساز مقاله
قلمداد مولد۲ مصنوعͬ هوش نوین عصر و ۱ͷکلاسی مصنوعͬ هوش دوران جداکننده مرز و تاریخͬ عطف
بود؛ بودن خطͬ و زمان ذاتͬ محدودیت های اسیر ماشینͬ، پردازش بر حاکم الͽو اثر، این انتشار از پیش تا کرد.
ادراک لحظه به لحظه و کلمه به کلمه متوال۳ͬ، پردازش صورت به را اطلاعات جهان بودند ناگزیر الͽوریتم ها
وسیع دریای با مواجهه در که ͬ شد م ناپایدار و کوتاەمدت حافظه با مدل هایی خلق به منجر رویͺرد، این کنند.

ͬ گشتند. م فراموشͬ و سردرگمͬ دچار بالا، ابعاد و دادەها

مͺان و زمان سد شͺستن
ͷتکنولوژی سد این توجه، مͺانیزم محوری نقش برجستەسازی و ترنسفورمر معماری معرفͬ با گوگل پژوهشͽران
Global نگاهͬ دهیم اجازه ماشین به و کنیم حذف را زمانͬ قیدهای اگر که کردند اثبات آن ها شͺستند. درهم را
همان (یا کند مدیریت را خود پردازشͬ منابع چͽونه که بیاموزیم آن به همزمان و باشد، داشته دادەها کل به
است. زبان سطحͬ درک از فراتر بسیار که بود خواهد نهفته۵ الͽوهای کشف به قادر منابع۴)، پویای تخصیص

حیات تا ادبیات از تأثیر: گستره
را جدیدی افق های بلͺه ساختند، مرتفع بی سابقه کیفیتͬ با را ماشینͬ ترجمه دیرینه چالش تنها نه ترنسفورمرها

که: هستند سیستم هایی زیربنای معماری ها این امروزه گشودند. کامپیوتر علوم در

ͬ کنند، م تولید نرم افزاری پیچیده کدهای ●

ͬ نگارند، م ادبی و خلاقانه متون ●

ͬ کنند، م عمل دقیق ͬͺپزش تشخیص های در ●
1Classical Artificial Intelligence
2Generative Artificial Intelligence
3Sequential Processing
4Dynamic Resource Allocation
5Latent Patterns

۲۷



رمزگشایی را پروتئین۲ تاخوردگͬ مانند حیات پیچیده ساختارهای محاسبات۱ͬ، زیست شناسͬ حوزه در حتͬ و ●
.(AlphaFold نظیر مدل هایی به (اشاره ͬ نمایند م

پایانͬ سخن
عصبی مترجم های توسط که متنͬ هر ͬ گیرد، م صورت هوشمند گفتگوگر۲ عامل های با که تعاملͬ هر امروزه،
پژواکͬ حقیقت در ͬ کند، م رخ نمایی مصنوعͬ هوش اکوسیستم در که جدیدی شͽفتͬ هر و ͬ شود، م برگردان
برای کرد اعلام قاطع بیانیەای و علمͬ جسارتͬ با که مقالەای است. ۲۰۱۷ سال صفحەای هشت مقاله آن از
دارید. نیاز که است چیزی تمام واقع به توجه، بلͺه نیست؛ لازم بازگشتͬ ͬ های پیچیدگ عمومͬ، هوش به دستیابی

1Computational Biology
2Protein Folding
2Conversational Agents
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